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Abstract

We propose a message passing-based algorithm to reconstruct a discrete-valued vector whose elements have a
symmetric probability distribution. The proposed algorithm, referred to as discreteness-aware approximate
message passing (DAMP), borrows the idea of the AMP algorithm for compressed sensing. We analytically evaluate
the performance of DAMP via state evolution framework to derive a required number of linear measurements for
the exact reconstruction with DAMP.

3. State Evolution for DAMP
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4. Simulation Results
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