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Abstract—TIterative shrinkage thresholding algorithm (ISTA),
fast ISTA (FISTA) and alternating direction method of multipliers
(ADMM) based algorithm are well known convex optimization
algorithms based on proximal splitting for ¢; — ¢ optimization
problem in compressed sensing. In our previous study, aiming at
the implementation with optical analog devices, we have proposed
constant inertial FISTA (CIFISTA) and an approximated ADMM
based algorithm, which do not require the operation of division.
In this paper, we consider to realize those algorithms with optical
analog devices and show concrete configurations of analog circuits
using optical devices. We have conducted computer experiments
to evaluate the performance of each algorithm, taking into
account the effects of the additive noise introduced by optical
amplifiers assuming the implementation using optical devices
for common optical fiber communications systems. From the
numerical results, it has been confirmed that both the proposed
CIFISTA and the approximated ADMM based algorithm can
achieve faster convergence than ISTA, while the degradation of
the steady state mean squared error (MSE) due to the circuit noise
is much smaller than that of the conventional ADMM algorithm.

I. INTRODUCTION

In order to achieve high-speed signal processing with low
power consumption, the use of analog signal processing tech-
nology instead of conventional digital signal processing with
electric devices has been attracting much attention [1]. Espe-
cially, optical analog device can compute the matrix-vector
product by just passing optical signals through the device,
and thus the implementation of machine learning techniques,
such as deep learning, with the optical analog device has been
investigated recently [2], [3], [4].

Compressed sensing is a method of reconstructing unknown
sparse vector from underdetermined linear measurement which
may include observation noise [5], [6], and various reconstruc-
tion algorithms have been proposed so far. One of well-known
signal reconstruction approaches is the convex optimization
method using proximal splitting [7]. Specifically, fast iterative
shrinkage thresholding algorithm (FISTA) [8], which is the fast
version of iterative shrinkage thresholding algorithm (ISTA)
[9], is one of most famous algorithms of the approach. FISTA
has a convergence rate of O(k~2), which is known to be
optimum for the first order method [10], [11], where k is the

number of iterations in the algorithm. It is also known that
alternating direction method of multipliers (ADMM) algorithm
[12] can achieve comparable convergence rate to FISTA for
{1 — {5 optimization problem.

In our previous study, we have considered to realize FISTA
and the ADMM algorithm with optical analog devices. Since
FISTA requires the operation of division by a dynamic value
in the update equation of the inertial parameter, while it is
difficult to calculate the division with optical analog device,
we have proposed constant inertial FISTA (CIFISTA) [13] by
simply setting the inertial parameter of FISTA to be a constant
value. Moreover, we have developed an approximated ADMM
based algorithm [14] by using different formulation from the
existing ADMM algorithm for ¢; — ¢5 optimization problem.
Although both the conventional ADMM and the proposed
approximated ADMM do not require any division operation
in the update equations, and thus both algorithms could be
implemented with optical devices, but the proposed algorithm
has an advantage over the conventional ADMM that it is free
from matrix inversion. In the previous studies [13], [14], we
have numerically confirmed that both proposed algorithms can
achieve comparable convergence performance to FISTA and
the existing ADMM algorithm. However, the optical analog
signal processing specific aspects, such as signal attenuation
by optical devices or additive noise introduced by optical
amplifiers, have not been taken into consideration.

In this paper, we evaluate the performance of the proposed
CIFISTA and the proposed approximated ADMM algorithm to
see the applicability of the proposed algorithms to the imple-
mentation with optical analog devices. In order to evaluate the
power of the additive noise added at the optical amplifier, we
present concrete optical circuit configuration of each algorithm
and clarify the required amplifier power gain in the optical ana-
log circuit. Since additive noise power at the amplifier depends
on the amplifier power gain as well as the signal bandwidth,
we can determine the noise power for each algorithm from the
derived circuit configuration and the assumption of the signal
bandwidth of 10 GHz, which corresponds to common optical
fiber communications systems. From the numerical results, it
can be observed that the CIFISTA, the approximated ADMM,



and the conventional ADMM achieve comparable convergence
rates, which is much faster than the rate of ISTA, even in the
presence of the additive noise at the amplifier (circuit noise).
On the other hand, when it comes to the degradation due to
the circuit noise, ISTA achieves the lowest steady state mean
squared error (MSE). However, the proposed CIFISTA and
the proposed approximated ADMM still achieve acceptable
steady state MSE, while the conventional ADMM suffers from
larger degradation due to the circuit noise. After all, it can be
concluded that both the proposed CIFISTA and the proposed
approximated ADMM are suited for the implementation with
optical analog circuits.

II. ¢; — /5 OPTIMIZATION PROBLEM

In this paper, we consider the problem of estimating an
unknown sparse vector z € CV from the underdetermined
linear measurement y € C™ obtained with a known sensing
matrix A € CM*N a5

y=Azx+necC” (M <N), (1)

where n € CM is a zero mean white observation noise vector.
Such a problem is called compressed sensing [15], and in
particular, the ¢; — ¢ optimization problem given by

. . 1
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is often used to reconstruct the sparse signal. Here, A > 0
is a regularization parameter that balances between ¢; sparse
regularization term of ||z||; and data fidelity term of 1| Az —
yll3.

Several algorithms have been proposed for solving the
{1 — {5 optimization problem, but, in this paper, we focus on the
convex optimization based algorithms using proximal splitting
because they can achieve good reconstruction performance
with low computational complexity in general.

III. CONVEX OPTIMIZATION BASED ALGORITHMS FOR
f1 — €5 OPTIMIZATION PROBLEM

One of the simplest and most popular reconstruction algo-
rithms will be ISTA shown in Algorithm 1. In the algorithm,
Ss(+) is the proximity operator of ¢; norm called as soft
thresholding function and is defined by

x
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0 otherwise

for Yz € C, Y6 > 0 [16]. When the argument of Ss(-) is
a vector, S5(-) becomes a vector obtained by applying (3)
for each element of the input vector. Since all operations
involved in ISTA except for soft thresholding function® can
be achieved with optical devices, ISTA could be implemented
with optical analog devices, however, it suffers from slow rate
of convergence.

“In this paper, we assume soft thresholding function is calculated in
electrical domain by using efficient OEO (optical signal - electrical signal
- optical signal) converter devices [17].

Algorithm 1 ISTA
Input: x[0], v > 0.
Output: Estimate of x
for k=0,1,2,... do
zlk + 1] = S, (2[k] — vA"(Az[k] - y))
end for
return x[k + 1]

Algorithm 2 FISTA
Input: x[0], z[0], ¢[0] > 0, v > 0.
Output: Estimate of x
for k =0,1,2,... do
zlk + 1] = Sya(2[k] — AT (Az[k] - y))

ﬂk+H::L+MMMP+1

tk] — 1
tlk + 1]

zlk+ 1] =z[k+ 1] +

end for
return [k + 1]

(x[k + 1] — z[k])

FISTA is a faster version of ISTA, where the acceleration is
achieved by the employment of the update equation using not
only the estimate in the previous iteration but also the estimate
of one more previous iteration. Detailed steps of FISTA are
shown in Algorithm 2. It is known that FISTA can achieve the
optimum convergence rate among the first order methods [10],
[11]. However, it is difficult to implement FISTA with optical
analog devices, because it includes the operation of division
with a dynamic value in the update equation of z[k + 1].

In order to make FISTA realizable with optical analog
devices, in our previous study [13], we have proposed CIFISTA
given in Algorithm 3, in which ﬁﬁ]—;ﬁ is replaced by a constant
inertial parameter c. In our preliminary numerical experiments,
we have confirmed that CIFISTA can achieve comparable
convergence performance to FISTA with a proper choice of
the inertial parameter c.

ADMM is also a popular convex optimization algorithm
using proximal splitting, and it is possible to solve the {1 — {o
optimization problem with ADMM as shown in Algorithm
4. ADMM could be implemented with optical analog devices
because it does not require the division operation. However,
one of major drawbacks of the conventional ADMM will be
the necessity of the matrix inversion, which may restrict the

Algorithm 3 CIFISTA (proposed)
Input: z[0], 2[0], v >0,0<c< 1.
Output: Estimate of x
for k=0,1,2,... do
zlk + 1] = 5, (2[k] — yAY (Az[K] - y))
zlk + 1] = [k + 1] + c(x[k + 1] — x[k])
end for
return z[k + 1]




Algorithm 4 ADMM

Input: z[0], v[0], n > 0.

Output: Estimate of x
for k=0,1,2,... do

zlk+1] = AHA+11

n
z[k 4+ 1] = Syr(z[k + 1] + v[k])
v[k+ 1] = vk] + xz[k + 1] — z[k + 1]
end for
return x[k + 1]

-1

Algorithm 5 Approximated ADMM (proposed)
Input: z[0], z[0], v[0], v >0, p > 0.
Output: Estimate of x

for k=0,1,2,... do

ol +1] = 5, (ol
—yAH (Aq;[k] — z[k] + ;v[k]»

k1] = ﬁ (y+p Aa:[k—&—l]—&—%v[kz] )
v[k + 1] = v[k] + p(Az[k + 1] — z[k + 1])

end for

return x[k + 1]

application to large-scale problems’.

In our previous study [14], we have derived a novel ADMM
based algorithm obtained by using a different formulation
from the existing ADMM. Update equations of the proposed
algorithm are shown in Algorithm 5. With the new formulation,
the /1 — /{5 optimization problem appears in one of update equa-
tions of ADMM, therefore, we have approximated the update
equation with a single iteration of ISTA in order to avoid the
double loop algorithm. This is the reason why the algorithm
is called “approximated” ADMM. Note that the proposed
approximated ADMM does not include matrix inversion, and
also that the approximated ADMM can achieve comparable
convergence performance to the conventional ADMM in our
preliminary numerical experiments.

IV. PROPOSED OPTICAL ANALOG CIRCUIT
CONFIGURATIONS OF ¢1 — {5 OPTIMIZATION ALGORITHMS

Since all reconstruction algorithms discussed in the previous
section require iterative signal processing, it would be a natural
approach to implement each algorithm with optical analog
circuit, where one iteration of the algorithm corresponds to
the optical signal propagation of one round in the circuit.
As for the optical devices to implement the algorithms, we
assume following optical devices are available: signal splitter
(SS), adder, subtractor, matrix-vector multiplier, attenuator,
amplifier, and delay element. Among the devices, we focus
on the impact of SS, adder, and subtractor, because they are

"Note that we do not assume that the matrix inversion is calculated with
optical analog devices.
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dominant devices in the circuit and are realized with a common
optical device, namely the beam splitter (BS), which introduces
large signal attenuation.

BS has two input ports and two output ports as depicted in
Fig. 1. If we input signal o € C from one of the ports, then
the output signal from the output port of the same side as the

input is %a, while the output signal from the other side port

is %a -e~2J, where j is an imaginary unit. Thus, if we give

the phase shift of e/ to the lower port in Fig. 1, then BS can
be used to realize SS, while the signal power of each output
becomes half of the input signal power.

Optical adder and subtractor also can be realized by using
BS and phase shifter. Fig. 2 shows the configuration of the
adder and subtractor. Based on the property of BS, if we input
signals Yo, B € C from the two input ports, then output signals
from the two output ports will be

1 = 1
01 =—=a+—=p-e? e =—(a+p), 4
=t R VoA @
1 = o x; o 1
09 =—=a-e 20 .e2l 4 —fF.e27 . 2] = (a— B).

&)

Thus, the addition and the subtraction can be realized with the
optical analog devices in Fig. 2, while the power of the output
signal becomes half of the desired signal as in the case of SS.

Optical analog circuits for the signal reconstruction have
several SSs, adders and subtractors, therefore, the optical
signal in the circuit suffers from signal attenuation during
the propagation. However, at the input of soft thresholding
function, which is required in all algorithms considered in
this paper, the signal power must be an appropriate value
because the soft thresholding function is a nonlinear function.
Therefore, we insert optical amplifiers in the circuits before the
soft thresholding function in order to compensate the signal
attenuation due to BSs. Note that the number of required
BSs in the optical circuit depends on the algorithms, and
thus the required power gain of the amplifier also depends
on the algorithms. Moreover, some optical attenuators must be
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inserted at appropriate locations in the circuit to balance the
signal power of each term before the addition or subtraction
operations. Based on these considerations, we have derived
the optical analog circuit configurations of ISTA, CIFISTA,
conventional ADMM, and proposed approximated ADMM in
Figs. 3 to 6, respectively.

V. ESTIMATE OF ADDITIVE NOISE POWER AT OPTICAL
AMPLIFIER

In the previous section, we have shown that optical ampli-
fiers are necessary in the optical analog circuits of the £; — {5
optimization algorithms. Generally speaking, additive noise
is inevitable in the amplification of the signals. Therefore,
the additive noise at the amplifier could be one of major
performance limiting factors of the proposed approach. In this
section, we estimate the power of the additive noise at the
amplifier based on the noise model of optical amplifier.

According to [18], the power spectral density of amplified
spontaneous emission (ASE) noise for a single erbium doped
fiber amplifier (EDFA), which is one of most popular optical

TABLE 1
ESTIMATION OF ADDITIVE NOISE POWER FOR DIFFERENT AMPLIFIER
POWER GAIN

[ amplifier power gain (G) [ additive noise power |

8 1.79 x 108
16 3.84 x 10~ 8
32 7.94 x 10°8
64 1.61 x 10— 7
128 3.25 x 10~ 7
256 6.53 x 107

amplifiers, is given by
Gase = F(G = 1)hp, (6)

where F' is the amplifier noise figure (NF), GG is the amplifier
power gain, h is Planck’s constant, and p is the frequency.
Thus, the noise power is given by the product of the power
spectral density Gasg and the signal bandwidth.

In order to estimate the noise power, we have assumed to
use optical devices for common optical fiber communications
systems. Specifically, if we assume the wavelength of 1550 nm
corresponding to the standard single-mode fiber, then the
frequency will be

_3.0x10®
1550 x 1079
Moreover, by using signal bandwidth of 10 GHz, which is
typical for optical fiber communications, the ASE noise power
added the optical amplifier with the power gain of G is given
by

L ~ 1.94 x 104, (7

Gasg x 10GHz = (G — 1) -2.56 x 107, ®)

where the ideal value of F' = 2 is employed for NF. Some
specific values of the additive noise power at the optical
amplifier with different power gain G are summarized in Table
L

VI. NUMERICAL RESULTS

Here, we evaluate the performance of ISTA, CIFISTA, the
conventional ADMM, and the proposed approximated ADMM
in the presence of additive noise at the optical amplifier (circuit
noise), which is assumed to be white Gaussian noise, via
computer experiments.

In the experiments, we set the dimension of unknown sparse
vector  to be N = 500 and that of linear measurement
vector be M = 200. We set the number of non-zero elements
of @ as K = 25, and the non-zero elements are randomly
generated with independent and identically distributed (i.i.d.)
circularly symmetric complex Gaussian (CSCG) distribution
with zero-mean and variance o2 = 1. Note that typical
signal power in the optical fiber transmission is around 0.001,
thus we have used 1,000 times larger values for the additive
noise power at the optical amplifier than the values in Table
I. The measurement matrix A € CM*N is generated by
randomly choosing M rows of N-point unitary discrete Fourier
transform (DFT) matrix. The measurement noise n € CM
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is generated from zero-mean i.i.d. CSCG distribution with
the variance corresponding to the measurement signal-to-noise
ratio (SNR) of 30dB. We set the regularization parameter
for the /1 — ¢5 optimization problem to be A = 0.02, the
constant inertial parameter of CIFISTA ¢ = 0.65, and other
parameters 7 = 0.99, n = 4.5 x 0.99, and p = 0.20. The
initial values of the vectors in the algorithms are all set to
z[0] z[0] = v»[0] = 0. Under these settings, the MSE
performance of each algorithm is evaluated by averaging the
results obtained with 100 trials.

Fig. 7 shows the MSE performance of ISTA, CIFISTA,

Optical analog circuit configuration of approximated ADMM

the conventional ADMM, and the proposed approximated
ADMM in the absence of the circuit noise. In this case,
the performance of FISTA is also shown in the same figure
for comparison purpose. From the figure, we can see that
all algorithms achieve almost the same steady state MSE,
while the convergence rate of ISTA is much slower than other
four algorithms. CIFISTA achieves similar convergence rate
to FISTA in spite of the simplified algorithm with a constant
inertial parameter. Also, the proposed approximated ADMM
can achieve comparable convergence rate to the conventional
ADMM without using matrix inversion.
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Fig. 8 shows the MSE performance of ISTA, CIFISTA, the
conventional ADMM, and the proposed approximated ADMM
in the presence of the circuit noise. As you can see from the
figures, the degradation of the steady state MSE of ISTA is
almost negligible. On the other hand, a certain degradation of
the steady state MSE can be observed for CIFISTA and the
approximated ADMM, while the conventional ADMM suffers
from larger degradation of the steady state MSE. This could be
mainly because the power gain of the optical amplifier is the
smallest for the case with ISTA and is the largest for the case
with the conventional ADMM. Moreover, the soft thresholding
function also could have a certain impact on the steady state
MSE performance, since it has a function to eliminate small
noises, and only in the case of the conventional ADMM, half
of the optical amplifier output with the largest power gain does
not pass through the soft thresholding function.

Table II summarizes the comparison results of the conver-
gence performance obtained by numerical experiments and
the complexity of the optical analog circuits for the four
algorithms. Judging from the balance between the steady
state MSE and the convergence rate, both CIFISTA and the
proposed approximated ADMM could be good choices for the
implementation with optical analog circuits.

VII. CONCLUSIONS

In this paper, we have evaluated the performance of convex
optimization based algorithms using proximal splitting for the
{1 — ¢ optimization problem assuming the implementation
with optical analog devices. We have presented concrete con-
figurations of optical analog circuits to realize ISTA, CIFISTA,
the conventional ADMM, and the approximated ADMM.
Moreover, we have estimated the additive noise power at the
optical amplifier for each optimization algorithm assuming the
implementation using optical devices for common optical fiber
communications systems. From the numerical results obtained
in the presence of the circuit noise, it can be concluded that
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Fig. 8. Comparison of convergence characteristics (with circuit noise)

both the proposed CIFISTA and the proposed approximated
ADMM are more suited for the implementation with optical
analog circuits than ISTA or the conventional ADMM.

Future work includes the investigation of the attenuation
caused by other optical devices, and the implementation of
soft thresholding function without using OEO converter.
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