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Abstract: This paper proposes a tag identification protocol built upon

Boolean compressed sensing (CS) for radio frequency identification (RFID)

systems. Unlike the conventional CS-based tag identification (CS-ID) pro-

tocol, the proposed protocol can cope with flat fading channels without

explicit channel estimation. Simulation results show that the proposed

scheme requires less amount of bits for successful identification than

dynamic framed slotted ALOHA (DFSA) protocol, and that it even outper-

forms the conventional CS-ID protocol with perfect channel information.
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1 Introduction

Radio Frequency Identification (RFID) [1] is a system for reading and writing data

onto tag devices using wireless communications, and is gathering much attention as

one of the key technologies for realizing Internet of Things (IoT) [2]. RFID tags can

be classified into passive and active tags. A passive tag has no battery and utilizes

the radio energy transmitted by the reader for processing and transmitting signals to

the reader. On the other hand, an active tag has an on-board battery and can achieve

longer distance communications than a passive one. In this letter, we focus on

passive tags because of their low cost, thereby enabling many potential applica-

tions, such as manufacturing systems, information management systems, and

security systems.

Concerning the identification of multiple passive RFID tags, one of the key

issues is about coping with the problem of collisions between the signals from

different tags. Recently, CS-ID protocol [3], which is based on compressed sensing

(CS) [4], has been proposed as an alternative protocol for Dynamic Framed Slotted

ALOHA (DFSA) [5], which is widely used for tag identification in such situations.

CS-ID takes advantage of the fact that the number of tags in the reader’s range is

typically far smaller than the size of ID space, and employs two-phase approach for

the reduction of computational complexity. Specifically, in phase 1, it divides the ID

space into several groups, and specifies those including tags in the reader’s range via

CS. And in phase 2, it identifies the tags in the reader’s range out of the candidates

obtained in phase 1 with CS again. It has been shown that CS-ID can achieve tag

identification with shorter sensing time than DFSA in additive white Gaussian noise

(AWGN) channel, however, it requires explicit channel estimation in flat fading

environments, which is often difficult in passive RFID tag identification.

In this paper, we propose a tag identification protocol based on Boolean

compressed sensing (Boolean CS) [6], referred to as BCS-ID. Since Boolean CS

directly estimates the support of sparse Boolean vectors, BCS-ID can achieve tag

identification without requiring an explicit estimation of the channel gains between

the tags and the reader. We numerically demonstrate that the proposed BCS-ID

requires less amount of bits for 99% tag identification than DFSA in flat Rician

fading environments, and outperforms the conventional CS-ID protocol with

perfect channel information.
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2 System model

Fig. 1 shows the system model considered in this letter. A single reader identifies L

RFID tags in its range, where each tag has a unique 16-bit ID and the size of ID

space will be N ¼ 216. We define a binary vector x ¼ ½x1 � � � xN�T 2 f0; 1gN , where
xi ¼ 1 or 0 indicates that the tag with ID i is in the reader’s range or not,

respectively. Moreover, we define a matrix A ¼ ½a1 � � � aN� 2 f0; 1gM�N , where
a binary vector ai ¼ ½a1;i � � � aM;i�T 2 f0; 1gM corresponding to tag i is generated

with a hash function [1] by using the ID of tag i as a seed. In the t-th time slot

ðt ¼ 1; . . . ; MÞ, each tag i sends the t-th element of ai to the reader simultaneously.

Then, the observed signal vector at the reader y 2 R
M obtained by stacking the

received signals in M time slots is given by

y ¼ AHx þ n; ð1Þ
where H ¼ diagðh1; . . . ; hNÞ, hi 2 R is the channel gain between the tag i and the

reader, and n 2 R
M is an AWGN vector. Note that, although there is no impact

on the received signal, we set hi ¼ 0 if the tag i is not in the reader’s range. Thus,

the problem of the tag identification can be formulated as the estimation of the

unknown vector x in (1). If the number of tags L in the reader’s range is much less

than the size of the ID space N ¼ 216, then x becomes a sparse vector. Taking

advantage of the sparsity of x, the conventional CS-ID performs tag identification

by solving (1) with CS, but it requires the information on the channel gains.

3 Proposed protocol: BCS-ID

In order to perform tag identification without explicit channel estimation, we

propose a tag identification method using Boolean CS, named BCS-ID. The

proposed BCS-ID is composed of two phases for reducing computational complex-

ity, as in conventional CS-ID.

3.1 Phase 1

We firstly divide the ID space into several disjoint groups of IDs, and specify the

groups including at least one ID of tags in the reader’s range by using Boolean CS.

Phase 1 is composed of the following four steps:

1. All N IDs are hashed into disjoint N=b groups of size b, where b is a divisor

of N.

2. Each tag in the reader’s range generates a pseudo-random binary vector

qd ¼ ½q1;d � � � qM1;d�T 2 f0; 1gM1 using its group index d ðd ¼ 1; . . . ; N=bÞ as
the seed of a hash function. Each element of qd takes zero with probability p

Fig. 1. RFID system
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and one with probability 1 � p. Note that qd is common for all tags in the same

group, since the group index is used as the seed.

3. In time slot t ðt ¼ 1; . . . ; M1Þ, each tag sends bit qt;d, i.e., the t-th element of

qd, to the reader. After M1 time slots, the received signal vector at the reader

y1 2 R
M1 is given by

y1 ¼ ½y1;1 � � � yM1;1�T ¼ Qg þ n1; ð2Þ
where Q ¼ ½q1 � � � qN=b�, g ¼ ½g1 � � � gN=b�T, gd ¼

PN
i¼1 hied;i,

ed;i ¼
1 if (the tag with ID i) 2 (group d)

0 otherwise,

�
ð3Þ

and n1 2 R
M1 is a zero-mean AWGN vector with variance �2n.

4. Let yB1 ¼ ½yB1;1 � � � yBM1;1
�T 2 f0; 1gM1 and gB ¼ ½gB1 � � � gBN=b�T 2 f0; 1gN=b be

the binary versions of y1 and g, respectively, i.e.,

yBt;1 ¼ 0 if jyt;1j � �th

yBt;1 ¼ 1 otherwise

(
and

gBd ¼ 0 if gd ¼ 0

gBd ¼ 1 otherwise,

(
ð4Þ

where �th is a threshold. Assuming sufficiently high received signal-to-noise

ratio (SNR), we have

yB1 ¼ Q _ gB; ð5Þ
where _ is the Boolean product of a matrix and a vector, and the reader can

estimate the groups including tag IDs in the reader’s range by solving Boolean

CS problem,

minimize
~g2RN=b

k~gk1 subject to 0 � ~g � 1; QP ~g � 1; QN ~g ¼ 0; ð6Þ

where QP and QN are matrices composed of the rows of Q corresponding to

yBt;1 ¼ 1 and yBt;1 ¼ 0, respectively.

3.2 Phase 2

Let P be the number of groups having tag IDs in the reader’s range obtained in

phase 1. Since the number of candidate tags is at most bP, we denote the set of their

indexes as I ¼ fi1; . . . ; ibPg. In phase 2, we specify tag IDs in the reader’s range

from the reduced ID space I with the following three steps:

1. Tag i in the reader’s range generates a pseudo-random binary vector

ri ¼ ½r1;i � � � rM2;i�T 2 f0; 1gM2 using its tag ID i 2 I as the seed of a hash

function. Each element of ri takes zero with probability p and one with

probability 1 � p.

2. In time slot t ðt ¼ 1; . . . ; M2Þ, tag i sends bit rt;i to the reader. After M2 time

slots, the received signal vector at the reader y2 2 R
M2 is given by

y2 ¼ ½y1;2 � � � yM2;2�T ¼ RHIz þ n2; ð7Þ
where R ¼ ½ri1 � � � ribP�, HI ¼ diagðhi1 ; . . . ; hibPÞ, z ¼ ½zi1 � � � zibP�T,

zi ¼
1 if tag i exists in the reader’ s range

0 otherwise,

�
ð8Þ

and n2 2 R
M2 is a zero-mean AWGN vector with variance �2n.
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3. Let yB2 ¼ ½yB1;2 � � � yBM2;2
�T 2 f0; 1gM2 be the binary version of y2 in the same

manner as phase 1. Since HI is a diagonal matrix, assuming high SNR, we

have

yB2 ¼ R _ z: ð9Þ
Thus, the reader can estimate the tag IDs in the reader’s range by solving the

problem of Boolean CS,

minimize
~z2RbP

k~zk1 subject to 0 � ~z � 1; RP~z � 1; RN ~z ¼ 0; ð10Þ

where RP and RN are matrices composed of the rows of R corresponding to

yBt;2 ¼ 1 and yBt;2 ¼ 0, respectively.

3.3 Selection of p

In the proposed method, the parameter p is selected so that the information obtained

by a single observation is maximized, which can be achieved when the number of

zeros in the binary observation, such as yB1 and yB2 , is the same as that of ones. Note

that a similar approach has been originally proposed for the pool size control in

adaptive group testing [7, 8]. The probability that a single binary observation yB

becomes zero can be approximated by the probability that all bits sent by L tags are

zero, i.e., PrðyB ¼ 0Þ � pL, thus we set p ¼ 1=
ffiffiffi
2L

p
in the proposed scheme.

4 Simulation results

In this section, we demonstrate the performance of the proposed BCS-ID via

computer simulations conducted by using a computer with 1.7GHz Intel Core i7

and 8GB memory. In the simulations, 500 realizations of flat Rician fading

channels with K-factor of 10 and average received SNR of 30 dB are used to

obtain the average performance. Moreover, the number of tags L is assumed to be

known to the reader, and the function linprog in MATLAB Optimization Toolbox

[9] is used to solve (6) and (10).

Fig. 2 shows the required number of bits (in other words, the sensing time)

M1 þM2 for the detection of 99% tags and the average computation time of the

detection with proposed BCS-ID versus the group size b. The number of tags is

set to be L ¼ 15 and the channel gains are assumed to be unknown to the reader.

For the case with b ¼ 1, which means that the tag identification is completed by

Fig. 2. Required number of bits M1 þM2 and average computation
time of BCS-ID (L ¼ 15)
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phase 1 only, the required number of bits is the lowest among the other values of

b, but it requires a large computation time (around 10.5 seconds in our system). By

using b > 1, we can reduce the computational complexity at a certain cost of the

required number of bits.

Fig. 3 shows the required number of bits for the detection of 99% of the tags

with DFSA, CS-ID with b ¼ 32, and the proposed BCS-ID versus the number of

tags L. Note that channel gains are assumed to be known to the reader only for the

case with

CS-ID. From the figure, we can see that BCS-ID requires less number of bits than

DFSA. Moreover, BCS-ID with b ¼ 1 even outperforms CS-ID with perfect

channel information and optimized parameters.

5 Conclusion

In this paper, we have proposed an RFID tag identification protocol based on

Boolean CS, referred to as BCS-ID. The proposed BCS-ID can perform identi-

fication without explicit channel estimation, unlike the conventional CS-ID. More-

over, simulation results show that BCS-ID can achieve much better performance

than DFSA.
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